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Text categorization is widely used when organizing documents in a digital form. Due to the increasing
number of documents in digital form, automated text categorization has become more promising in
the last ten years. A major problem of text categorization is its large number of features. Most of those
are irrelevant noise that can mislead the classifier. Therefore, feature selection is often used in text cat-
egorization to reduce the dimensionality of the feature space and to improve performance. In this study,
two-stage feature selection and feature extraction is used to improve the performance of text categori-
zation. In the first stage, each term within the document is ranked depending on their importance for
classification using the information gain (IG) method. In the second stage, genetic algorithm (GA) and
principal component analysis (PCA) feature selection and feature extraction methods are applied sepa-
rately to the terms which are ranked in decreasing order of importance, and a dimension reduction is car-
ried out. Thereby, during text categorization, terms of less importance are ignored, and feature selection
and extraction methods are applied to the terms of highest importance; thus, the computational time and
complexity of categorization is reduced. To evaluate the effectiveness of dimension reduction methods on
our purposed model, experiments are conducted using the k-nearest neighbour (KNN) and C4.5 decision
tree algorithm on Reuters-21,578 and Classic3 datasets collection for text categorization. The experimen-
tal results show that the proposed model is able to achieve high categorization effectiveness as measured
by precision, recall and F-measure.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

The number of text documents in digital format is progressively
increasing and text categorization becomes the key technology to
organize text data. Text categorization is defined as assigning new
documents to a set of pre-defined categories based on the classifi-
cation patterns [2,29]. Although many information retrieval appli-
cations [3] such as filtering and searching for relevant
information can benefit from text categorization research, a major
problem of text categorization is the high dimensionality of the fea-
ture space due to a large number of terms. This problem may cause
the computational complexity of machine learning methods used
for text categorization to be increased and may bring about ineffi-
ciency and results of low accuracy due to redundant or irrelevant
terms in the feature space [20,41,46]. For a solution to this problem,
two techniques are used: feature extraction and feature selection.

Feature extraction is a process that extracts a set of new fea-
tures from the original features into a distinct feature space [38].
Some feature extraction methods have been successfully used in
text categorization, such as principal component analysis (PCA)
ll rights reserved.

_uguz@hotmail.com
[16,30], latent semantic indexing [33], clustering methods [31],
etc. Among the many methods that are used for feature extraction,
PCA has attracted a lot of attention. PCA [15] is a statistical tech-
nique for reduction of dimensionality that aims at minimizing loss
in variance in the original data. It can be viewed as a domain inde-
pendent technique for feature extraction, which is applicable to a
wide variety of data [16].

Feature selection is a process that selects a subset from the ori-
ginal feature set according to some criteria of feature importance
[22]. A number of feature selection methods are successfully used
in a wide range of text categorizations. Yang and Pedersen [40]
compared five feature selection methods for text categorization
including information gain (IG), v2 statistic document frequency,
term strength, and mutual information. They reported that IG is
the most effective method among the compared feature selection
methods. In addition to these feature selection methods, biologi-
cally inspired algorithms such as genetic algorithm (GA) [7,32,45]
and ant colony optimization algorithm [1] have been successfully
used in the literature for text categorization.

Genetic algorithm is an optimization method mimicking the
evolution mechanism of natural selection. GA performs a search
in complex and large landscapes and provides near-optimal solu-
tions for optimization problems [32].

http://dx.doi.org/10.1016/j.knosys.2011.04.014
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Fig. 1. Purposed text categorization structure.

Table 1
Distributions of the six categories for Reuters-21,578
Dataset.

Category name Number of document

Earn 3743
Acquisition 2179
Money-fx 633
Crude 561
Grain 542
Trade 500
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Text categorization is the task of classifying a document into
predefined categories based on the contents of the document [4].
In recent years, more and more methods have been applied to
the text categorization task based on statistical theories and ma-
chine learning, such as KNN [21,34,39], Naive Bayes [4,23], Rocchio
[13], decision tree [6,9], support vector machine (SVM) [14,21,44],
neural network [19,42], and so on. In this study, the C4.5 decision
tree and KNN methods, which are used for text categorization, are
used as classifiers.

In the current study, a two-stage feature selection and feature
extraction are used to reduce the high dimensionality of a feature
space composed of a large number of terms, remove redundant and
irrelevant features from the feature space and thereby decrease the
computational complexity of the machine learning algorithms
used in the text categorization and increase performances thereof.
In the first stage, each term in the text is ranked depending on their
importance for the classification in decreasing order using the IG
method. Therefore, terms of high importance are assigned to the
first ranks and terms of less importance are assigned to the follow-
ing ranks. In the second stage, the PCA method selected for feature
selection and the GA method selected for feature extraction are ap-
plied separately to the terms of highest importance, in accordance
with IG methods, and a dimension reduction is carried out. In this
way, during text categorization, terms of less importance are ig-
nored, feature selection and feature extraction methods are applied
to the terms of the highest importance, and the computational
time and complexity of the category are reduced. To evaluate the
effectiveness of dimension reduction methods, experiments are
conducted on Reuters-21,578 and Classic3 datasets collection for
text categorization. The experimental results show that the pro-
posed model is able to achieve high categorization effectiveness
as measured by precision, recall and F-measure.

The rest of this paper is organized as follows. Section 2 presents
a brief overview of the research methodologies and the experimen-
tal setting used. The effectiveness of the purposed method and
experimental results for the categorization of a text document
are demonstrated in Section 3, and finally, the paper is concluded
in Section 4.
2. Research methodologies

The parts of proposed text categorization structure are shown in
Fig. 1. These parts are explained in the following subsections:
2.1. Datasets

In this section, Reuters-21,578 and the Classic3 datasets used in
the experiments are described and analysed.
2.1.1. Reuters-21,578 dataset
There are some public datasets that can be used as test collec-

tions for text categorization. The most widely used is the Reuters
collection, which contains documents collected from Reuters news
agency. The Reuters-21,578 collection [18] is a set of economic
news published by Reuters in 1987. This collection includes
21,578 documents that are organized in 135 categories. In this
experiment, the six categories including a minimum of 500 terms
are selected. There are 8158 documents belonging to the chosen
categories. The distributions of the number of documents in the
six categories are shown in Table 1. According to Table 1, the dis-
tribution of documents into the categories is unbalanced. Maxi-
mum and minimum categories occupy 45.88% and 6.13% of the
dataset, respectively.
2.1.2. Classic3 dataset
We implemented the second experiment on the Classic3 data-

set, a document collection from the SMART project at Cornell Uni-
versity (ftp://ftp.cs.cornell.edu/pub/smart). The Classic3 dataset is
frequently used to evaluate performance of text categorization
algorithms because it contains a known number of fairly well-sep-
arated groups. It contains three categories, i.e., 1398 CRANFIELD
documents from aeronautical system papers, 1033 MEDLINE docu-
ments from medical papers, and 1460 CISI documents from infor-
mation retrieval papers. The distribution of documents into the
categories is balanced since all the categories are represented
equally well in the dataset.

2.2. Pre-Processing

2.2.1. Removing of stop-words
Words such as conjunctions and pronouns that are not related

to the concept of the text are called stop-words. This process in-
volves removing certain common words such as ‘a’, ‘an’, ‘the’,
etc., that occur commonly in all documents. It is important to
removing these high-frequency words because they may misclas-
sify the documents. In the study, stop words are removed in accor-
dance with the existing stop word list (http://www.unine.ch/Info/
clef/), which consists of 571 words.

2.2.2. Stemming
The stemming process leaves out the root forms of the words.

Thereby, terms sharing the same root that seem like different

http://www.cs.cornell.edu/pub/smart
http://www.unine.ch/Info/clef/
http://www.unine.ch/Info/clef/
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words due to their affixes can be determined. For example, ‘‘com-
puter,’’ ‘‘computing,’’ ‘‘computation,’’ and ‘‘computes’’ all have the
same comput root. Porter’s stemming algorithm [26] is used for
stemming.
2.2.3. Term weighting
After the words are transformed into terms, the presentation

form of the document, which means the expression thereof, terms
have to be determined. This process is called term weighting.
Thereby, each document could be written in a vector form depend-
ing on the terms they contained. This document vector will gener-
ally be in the following format:

d ¼ fw1; . . . ;wi; . . . ;wjTjg; ð1Þ

where wi is the weight of the term with number i in the d document,
T is the term set, and |T| is the cardinality of T.

To obtain the term vector of T, the tfidf is generally used as its
weight scheme. Accordingly, let the term frequency tfi be the num-
ber of occurrences of ti in the document, and let the document fre-
quency dfi be the number of the document in which the ti term is
seen at least once. The inverse document frequency idfi is calcu-
lated as shown in Eq. (2) using dfi [28]

idfi ¼ log
jDj
dfi

� �
; ð2Þ

where |D| the number of all of the documents in the training set and
wi is calculated in accordance with Eq. (3).

wi ¼ tfi:idfi: ð3Þ
2.2.4. Pruning of the words
The pruning process basically filters less frequent features in a

document collection. The term vector is very high-dimensional
and sparse. Also, it is seen that a number of elements in the term
vector is ‘‘0’’. Therefore, we prune the words that appear less than
two times in the documents. This process decreases the term vec-
tor dimension further.
2.3. Feature ranking with Information gain

Information gain is one of the popular approaches employed as
a term importance criterion in the text document data [13,40]. The
idea is based on information theory [24]. The information gain of
term t is defined in Eq. (4)

IGðtÞ ¼ �
XjCj
i¼1

PðciÞ log PðciÞ þ PðtÞ
XjCj
i¼1

PðcijtÞ log PðcijtÞ þ Pð�tÞ

�
XjCj
i¼1

Pðcij�tÞ log Pðcij�tÞ; ð4Þ

where ci represents the ith category, P(ci) is the probability of the ith
category, P(t) and Pð�tÞare the probabilities that the term t appears or
not in the documents, respectively, P(ci|t) is the conditional proba-
bility of the ith category given that term t appeared, and Pðcij�tÞ is
the conditional probability of the ith category given that term t does
not appeared.

In this study, before dimension reduction, each term within the
text is ranked depending on their importance for the classification
in decreasing order using the IG method. Thereby, in the process of
text categorization, terms of less importance are ignored, and
dimension reduction methods are applied to the terms of highest
importance.
2.4. Dimension reduction methods

At the end of the pre-processing step, terms of high importance
in documents are acquired through the IG method. In this manner,
even though the number of terms in the document is reduced, the
main problem for the text categorization is the high dimensionality
of the feature space. Therefore, to reduce the feature space dimen-
sion and the computational complexity of the machine learning
algorithms used in the text categorization and increase the perfor-
mances thereof, the GA and PCA dimension reduction methods are
applied. The aim of these methods is to minimize information loss
while maximising reduction in dimensionality. The PCA method is
used alternatively to the GA for the reduction of the feature space
dimension.

2.4.1. Principal component analysis
PCA is a statistical technique that is used for extracting informa-

tion from a multi-variety dataset. This process is performed by
identifying the principal components of original variables with lin-
ear combinations. Whereas the original dataset with the maximum
variability is represented with the first principal component, the
dataset from the remaining dataset with the maximum variability
is represented with the second principal component. The process
goes on consecutively as such, with the dataset from the remaining
dataset with the maximum variability being represented with the
next principal component. And feature extraction methods are ap-
plied to the terms of the highest importance, and m represents the
number of all principal components, and p represents the number
of the significant principal components among all principal compo-
nents, p may be defined as the number of those principal compo-
nents of the m-dimensional dataset with the highest variance
values. It is clear therein that p 6m.Therefore, the PCA may be de-
fined as the data-reducing technique. In other words, PCA is the
technique used to produce the lower-dimensional version of the
original dataset [43]. Details of the PCA can be reached from [15].

The most significant stage in the application of the PCA is the
determination of the number of principal component. The p num-
ber of principal components to be chosen among all of the principal
components should be the principal components to represent the
data at their very best. There are certain criteria in determining
the optimal number of principal components. The broken-stick
model, Velicier’s partial correlation procedure, cross-validation,
Barlett’s test for equality of eigen-values, Kaiser’s criterion, Cattell’s
screen-test, and cumulative percentage of variance are such a few
criteria [8,35]. In this study, cumulative percentage of variance cri-
teria has been applied to determine the number of principal com-
ponents, for its simplicity, and for its eligible performance [35].
According to this criterion, principal components are chosen based
on their cumulative percentage of variance higher than a pre-
scribed threshold value. Although a sensible threshold is very often
in the range between 70% and 90%, it can sometimes be higher or
lower depending on the practical details of a particular dataset.
However, it should be noticed that some authors point out that
there is no ideal solution to the problem of dimensionality in a
PCA [15]. Therefore, the choice of threshold is often selected heu-
ristically [37]. In this study, the threshold value in both datasets
is specified as 75% in all applications performed via a PCA.

2.4.2. Genetic algorithm for feature selection
The genetic algorithm is an optimization method mimicking the

evolution [12]. This algorithm, which is an effective optimization
method in wide search spaces, is preferred because it is the appro-
priate method for the solution of the problem.

To apply the genetic algorithm, the problem should first be
adapted to the genetic algorithm. In other words, the basic struc-
tures of the genetic algorithm, such as genes, chromosomes, and



Table 2
Genetic algorithm parameters.

Modeling description Setting

Population size 30
Selection technique Roulette wheel
Crossover type Two point crossover
Crossover rate 0.9
Mutation rate 0.001
Iteration number 500
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population, should be determined. In this phase, coding, selection,
crossover, mutation, and fitness functions should be chosen. De-
tails for mastering the art of the genetic algorithm are published
elsewhere [10,11].

Although, terms of high importance in documents are acquired
through IG method, the main problem in our application still is the
high dimensionality of the feature space. Since given a feature set U
via IG method is high dimensionality, it is impractical to evaluate
all the possible subsets of U. Due to this deficiency, GA-based fea-
ture selection method is adopted in this study. Accordingly, GA is
used to provide near-optimal solutions for feature selection. The
objective of the GA-based feature selection is to find the optimal
subset of a given feature set U that maximizes classification perfor-
mance in this study.

Genetic algorithm parameters used in our work are given in the
Table 2. GA parameters in Table 2 are empirically determined in
our implementation.

The details of our implementation are given in the following
subsections.

2.4.2.1. Individual’s encoding. In the GA-based approach to feature
selection, a candidate feature set can be represented by a binary
string called a chromosome. Chromosomes comprising population
are encoded in the form of binary vector in a manner to compose of
genes as the number of feature in each feature space. The ith bit in
the chromosome represents the presence of the ith feature.

Initialization of the population is commonly done by seeding
the population with random values. If the value of the gene, which
is coded in binary system, is ‘‘1’’, it means that the corresponding
feature is selected, in the contrary, if the value of gene is ‘‘0’’, it
means that the corresponding feature is not selected. In the pro-
posed GA, each chromosome is initialized randomly, with each
chromosome in the population coded to a binary. The length of
chromosome is equal to the total number of features.

2.4.2.2. Fitness function. Fitness function is used to decide which
individuals are fit to optimum solution. Every individual has its
own fitness value. A higher value of fitness means that the individ-
ual is more appropriate as a problem solution; on the other hand, a
lower value of fitness means that the individual is less appropriate
as a problem solution.

After the initialization of population, the encoded chromosomes
are searched to optimize a fitness function. In this study, the fitness
value of each chromosome is evaluated according to its average va-
lue of F-measure (Eq. (10)) on a set of testing data using a C4.5
decision tree or KNN classifier, and then the return values of the fit-
ness function are sorted from small to large.

2.4.2.3. Selection. The object of the selection process is to choose
the individuals of the next generation according to the selected fit-
ness function and selection method among the existing population.
In the selection process, the transfer possibility of the fittest indi-
vidual’s chromosome to the next generation is higher than others.
The decision of the individual’s characteristic which will be trans-
ferred to the next generation is based on the values evaluated from
the fitness function and shows the quality of the individual. The
Roulette Wheel Selection method which is the most general and
most easily applied [11] one is chosen in this work.

2.4.2.4. Crossover. In the pre-crossover phase, individuals are deter-
mined by using a mating process. Forming the new generation is
called ‘crossover’. The most widely used method is forming two
new individuals from the two chromosomes. In our study, two-
point crossover is used in the crossover procedure.

2.4.2.5. Mutation. To increase the variety of the chromosomes
which are applied on crossover, process mutation process can be
applied. Mutation introduces local variations to the individuals
for searching different solution spaces and keeps the diversity of
the population. In our study, the number of chromosomes that will
be mutated is determined according to the mutation rate and their
values are changed from ‘1’ to ‘0’ or ‘0’ to ‘1’ respectively.

2.5. Text categorization methods

In this study, two separate classifier methods are used in text
categorization; the C4.5 decision tree and KNN methods are used
due to their simplicity and accuracy in text categorization. These
methods are separately applied to the classification of datasets in
which the dimension acquired at the end of the GA and PCA appli-
cation is reduced. The reason for using a classifier is to compare the
performances of the both methods in the text categorization. Brief
descriptions of these methods are given, as follows.

2.5.1. KNN classifier
The KNN [5] algorithm is a well-known instance-based ap-

proach that has been widely applied to text categorization due to
its simplicity and accuracy [17,39].

To categorize an unknown document, the KNN classifier ranks
the document’s neighbours among the training documents and
uses the class labels of the k most similar neighbours. Similarity
between two documents may be measured by the Euclidean dis-
tance, cosine measure, etc. The similarity score of each nearest
neighbour document to the test document is used as the weight
of the classes of the neighbour document. If a specific category is
shared by more than one of the k-nearest neighbours, then the
sum of the similarity scores of those neighbours is obtained from
the weight of that particular shared category [25]. A detailed pro-
cedure of KNN can be referred to in Cover and Hart [5].

At the phase when classification is done by means of the KNN,
the most important parameter affecting classification is k-nearest
neighbour number. Usually, the optimal value of k is empirically
determined. In our study, k value is determined so that it would
give the least classification error (k = 3 is determined). In addition,
in the phase of finding the k-nearest neighbourhood, Euclidean dis-
tance is used as the distance metric.

2.5.2. C4.5 decision tree classifier
The decision tree is a well-known machine learning approach to

automate the induction of classification trees based on training
data [27]. In a typical decision tree training algorithm, there are
usually two phases. The first phase is tree growing where a tree
is built by greedily splitting each tree node. Because the tree can
overfit the training data, in the second phase, the overfitted
branches of the tree are removed [6]. C4.5 is a univariate decision
tree algorithm. At each node, only one attribute of the instances are
used for decision making. Details of C4.5 can be reached from Fuhr
and Buckley [9].

In our application, by using C4.5 decision tree algorithms, in the
pruning phase, the post-pruning method is used to decide when to
stop expanding a decision tree. The confidence factor is used for



Table 3
The performance (average value of precision, recall and F-measure) of KNN and C4.5
decision tree classifier on Reuters-21,578 dataset.

Classifier No. of features Precision Recall F-measure

KNN 7542 73.36 95.59 83.02
C4.5 7542 84.64 89.23 86.88
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pruning the tree. In our study, the confidence factor is assigned as
0.25. The pruned trees consist of 4 leaves and 8 nodes.

2.6. Evaluation of the performance

The F-measure, precision and recall are usually employed to
evaluate the accuracy of text categorization results. These mea-
sures are used to evaluate the accuracy of the result of the KNN
and C4.5 classifiers for text categorization. The F-measure is a har-
monic combination of the precision and recall values used in infor-
mation retrieval [36]. Precision is the proportion of the correctly
proposed documents to the proposed documents, while recall is
the proportion of the correctly proposed documents to the test
data that have to be proposed [20]. In this study, the F-measure,
precision and recall are not separated; they are calculated for each
category, and the average values of the measures are used.

Precision Pi and recall Ri of category i are defined in Eqs. (5) and
(6), respectively.

Pi ¼
TPi

TPi þ FPi
ð5Þ

Ri ¼
TPi

TPi þ FNi
; ð6Þ

where TPi,FPi and FNirepresent the number of true positives, false
positives, and false negatives, respectively. Then, the average preci-
sion (P) and recall (R) measures are calculated as Eqs. (7) and (8),
respectively.

P ¼
PN

i¼1di:PiPN
i¼1di

; ð7Þ

R ¼
PN

i¼1di:RiPN
i¼1di

; ð8Þ

where di is the number of documents category i contains. N is the
number of categories.

The F-measure Fi of category i is defined in Eq. (9).

Fi ¼
2:Pi:Ri

Pi þ Ri
: ð9Þ

Then, the average F-measure (F) is calculated as Eq. (10).

F ¼
PN

i¼1di:FiPN
i¼1di

; ð10Þ

where di is the number of documents category i contains. N is the
number of categories.

3. Results

Experiments are conducted for text categorization on two dif-
ferent datasets to examine the performance of the proposed meth-
od, dimension reduction and classifier techniques. Pre-processing,
dimension reduction and classification processes are implemented
by the Matlab software package. A 10 fold cross validation proce-
dure is preferred for the classification stages. All experiments are
run on a machine with 2.8 GHz CPU, 4 GB of RAM, 500 GB HDD
space, and the Windows 7 operation system.

3.1. Results on Reuters-21,578 dataset

3.1.1. Pre-processing
The pre-processing process is performed in four stages. The first

step consisted of removing the stop words because they are useless
for the classification. In the study, stop words are removed in
accordance with the existing stop word list of 571 (http://www.u-
nine.ch/Info/clef/) words. After removing the stopwords, the data-
set contains 10764 unique words. In the second step, the Porter
algorithm [26] is used for stemming. In the third step, the docu-
ment vectors are built with the tfidf weighting scheme. In the
fourth step, to reduce the size of the term set, we discard terms
that appeared in less than two documents. The total number of
terms finally extracted is 7542. Thereby, a document-term matrix
is acquired with a dimension of 8158 � 7542 at the end of pre-
processing.
3.1.2. Feature ranking, dimension reduction and text categorization
with C4.5 and KNN classifiers results on Reuters-21,578 dataset

At this stage, in order to test the efficiency of proposed IG-GA
and IG-PCA based feature reduction methods and to evaluate the
success of these methods individually, features are selected from
feature space at different ratios (1–10% of features with IG). We
test all applications by using the 10-fold cross validation. The re-
sults in terms of precision, recall and F-measure are the averaged
values calculated across all 10-fold cross validation experiments.

To examine overall performance of without dimension reduc-
tion, initially, KNN and C4.5 decision tree classifiers are applied
on the whole of the document-term feature space. The experimen-
tal results with the KNN and C4.5 decision tree classifier are sum-
marized in Table 3. As seen in Table 3, in applications made
without using any dimension reduction method, the highest accu-
racy is obtained when the C4.5 classifier is used.

After that, feature ranking is applied via the IG method to re-
duce the high dimension of the feature space. In this phase, the ef-
fects of the individual feature ranking operation by the IG method
on classifier performance are examined. Accordingly, features are
ranked in decreasing order using the IG method. Of the features
ranked by IG (the highest important features), 1–10% are sepa-
rately classified from the C4.5 and KNN classifiers. Table 4 shows
the classification performances at the end of feature ranking oper-
ation performed by IG. According to Table 4, the highest accuracy
with the KNN classifier is obtained when 4% of the ranked features
are used. In addition, the highest accuracy with C4.5 classifier is
obtained when 6% of the ranked features are used. When the clas-
sifier performances are compared, the KNN algorithm shows a
higher performance than the C4.5 decision tree algorithm. If Table 4
is compared with Table 3, we can see that the highest accuracies
are obtained at the end of feature ranking operations made by
IG. Furthermore, it is seen that using features (1–10%) ranked with
IG instead of all features positively contributed to the classifier per-
formances in an affirmative manner. As for the feature ranking,
average improvement in F-measures for C4.5 classifier is 9% and
average improvement in F-measures for KNN classifier is 13%.

Finally, the effects of IG–GA and IG–PCA based methods on clas-
sifier performances are examined. Accordingly, dimension reduc-
tion process is applied separately by GA and PCA to the 1–10% of
features ranked according to importance for classification by IG.

Table 5 shows the classification performances at the end of the
feature ranking and feature selection operation performed using
the IG–GA method. According to Table 5, the highest accuracy is
obtained when 4% and 6–9% of the ranked features of the KNN
and C4.5 classifiers are used, respectively. When Tables 4 and 5
are analysed, it is evident that although fewer features are selected
via the IG–GA method, precision, recall and the F-measure values

http://www.unine.ch/Info/clef/
http://www.unine.ch/Info/clef/


Table 4
The performance (average value of precision, recall and F-measure) of KNN and C4.5 decision tree classifier with IG on Reuters-21,578 dataset.

Percentage of feature % KNN C4.5 decision tree

Number of Features Precision (%) Recall (%) F-measure (%) Number of features Precision (%) Recall (%) F-measure (%)

1 75 95.14 94.71 94.93 75 94.50 94.63 94.57
2 151 94.26 97.38 95.80 151 94.82 94.84 94.83
3 226 94.03 97.62 95.79 226 94.86 94.63 94.74
4 302 94.87 97.86 96.34 302 95.48 95.38 95.43
5 377 94.04 97.73 95.85 377 94.83 96.02 95.42
6 453 93.33 97.54 95.39 453 95.61 95.40 95.51
7 528 91.74 97.86 94.70 528 95.21 94.47 94.84
8 603 91.07 97.78 94.31 603 95.32 95.27 95.30
9 679 90.63 97.92 94.13 679 95.24 94.52 94.88
10 754 90.14 97.65 93.74 754 95.18 95.43 95.30

Table 5
The performance (average value of precision, recall and F-measure) of KNN and C4.5 decision tree classifier with IG–GA method on Reuters-21,578 dataset.

Percentage of feature % KNN C4.5 decision tree

Number of features Precision (%) Recall (%) F-measure (%) Number of features Precision (%) Recall (%) F-measure (%)

1 42 95.37 94.68 95.03 45 96.20 93.40 94.78
2 83 96.64 95.99 96.31 78 95.98 94.47 95.22
3 121 97.50 96.93 97.21 116 95.39 94.60 95.00
4 169 98.17 97.52 97.84 175 95.95 95.65 95.80
5 197 97.73 97.60 97.66 201 96.41 95.40 95.90
6 241 97.42 97.73 97.57 244 96.51 95.40 95.96
7 286 97.16 97.84 97.50 281 96.11 95.65 95.88
8 317 97.04 98.05 97.54 328 96.40 95.11 95.75
9 352 97.04 98.10 97.57 355 95.84 96.08 95.96
10 384 96.93 97.78 97.35 380 95.72 95.51 95.61
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are higher only when compared to feature selection carried out via
the IG method. Moreover, when Tables 3–5 are examined, it can be
observed that the highest accuracy with the least number of fea-
tures is obtained by the proposed IG–GA method.

Table 6 shows the classification performances at the end of the
feature ranking and feature extraction operation performed by
the IG–PCA method. According to Table 6, the highest accuracy is
obtained when 4% and 6% of the ranked features for the KNN and
C4.5 classifiers are used, respectively. Similar to the IG–GA method,
although fewer features are selected via the IG–PCA method, preci-
sion, recall and F-measure values are higher only in comparison to a
feature selection carried out via the IG method. When Tables 3–6 is
examined, it can be observed that the IG–GA method shows higher
classifier accuracy in comparison with the IG and IG–PCA method.

As understood from these results, when there are many irrele-
vant or redundant features in the feature space, performing a fea-
ture ranking, feature extraction and feature selection method could
remove them, thereby, improving classifier performance. The re-
sults show that higher classification accuracy is obtained with less
number of features when IG-GA and IG-PCA methods are used as
Table 6
The performance (average value of precision, recall and F-measure) of KNN and C4.5 deci

Percentage of feature % KNN

Number of features Precision (%) Recall (%) F-me

1 36 93.97 93.75 93.86
2 71 96.47 95.54 96.00
3 103 96.91 96.37 96.64
4 134 97.77 97.03 97.40
5 162 97.24 97.11 97.18
6 193 96.87 97.46 97.16
7 222 94.70 94.70 97.16
8 250 96.80 97.73 97.26
9 278 96.29 97.76 97.02
10 303 96.34 97.65 96.99
hybrid. Furthermore, using IG, PCA and GA methods as hybrid, im-
proves the classification efficiency and accuracy compared with
individual usage of IG method.

For the performance of classifiers with dimension reduction
methods, the C4.5 decision tree algorithm seems to perform worse
than the KNN algorithm. However, one of the advantages of the
C4.5 decision tree algorithm is its potential for data exploration
purposes. Consequently, it is seen that a higher classifier perfor-
mance is acquired with fewer features through the purposed
two-stage dimension reduction process.

3.2. Results on Classic3 dataset

3.2.1. Pre-pocessing
Similarly to the application carried out on the Reuters-21,578,

stop words are removed in accordance with the existing stop word
list with 571 (http://www.unine.ch/Info/clef/) words. After remov-
ing stopwords, the dataset contains 11398 unique words. The Por-
ter algorithm [26] is used for stemming. Then, the document
vectors are built with a tfidf weighting scheme. In order to reduce
sion tree classifier with IG-PCA method on Reuters-21,578 dataset.

C4.5 decision tree

asure (%) Number of features Precision (%) Recall (%) F-measure (%)

36 95.68 93.53 94.60
71 95.17 94.76 94.97

103 94.96 94.66 94.81
134 95.66 95.40 95.53
162 95.54 95.62 95.58
193 95.70 95.67 95.68
222 95.68 95.35 95.52
250 95.76 95.32 95.54
278 95.66 95.40 95.53
303 95.48 95.35 95.42

http://www.unine.ch/Info/clef/


Table 7
The performance (average value of precision, recall and F-measure) of KNN and C4.5
decision tree classifier on Classic3 dataset.

Classifier Number of features Precision Recall F-measure

KNN 6679 60.22 98.99 74.89
C4.5 6679 85.12 89.20 85.19
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the size of the term set, we discard terms which appear in less than
two documents and the total number of terms extracted finally is
6679. Thereby, a document-term matrix is acquired in the dimen-
sion of 3891 � 6679 at the end of pre-processing.
3.2.2. Feature ranking, dimension reduction and text categorization
with C4.5 and KNN classifiers results on Classic3 dataset

Similar to the application carried out on the Reuters-21,578
dataset, initially, the KNN and C4.5 decision tree classifiers are ap-
Table 8
The performance (average value of precision, recall and F-measure) of KNN and C4.5 deci

Percentage of feature % KNN

Number of features Precision (%) Recall (%) F-me

1 67 86.28 90.97 88.56
2 134 86.61 94.82 90.53
3 200 85.27 95.45 90.07
4 267 83.91 96.21 89.64
5 334 83.04 95.89 89.01
6 401 83.07 94.25 88.31
7 468 80.61 97.16 88.11
8 534 80.52 97.41 88.16
9 601 80.17 98.04 88.21
10 668 78.23 98.29 87.12

Table 9
The performance (average value of precision, recall and F-measure) of KNN and C4.5 deci

Percentage of feature % KNN

Number of features Precision (%) Recall (%) F-me

1 44 88.89 91.47 90.16
2 81 91.75 95.58 93.63
3 118 92.53 97.03 94.73
4 152 92.81 97.85 95.26
5 196 93.04 98.74 95.80
6 238 92.86 98.55 95.62
7 276 92.79 99.12 95.85
8 314 92.85 99.31 95.97
9 347 92.74 99.31 95.91
10 376 93.48 97.85 95.62

Table 10
The performance (average value of precision, recall and F-measure) of KNN and C4.5 deci

Percentage of feature (%) KNN

Number of features Precision (%) Recall (%) F-m

1 39 88.57 89.58 89.0
2 75 92.31 94.06 93.1
3 110 92.48 96.34 94.3
4 144 92.68 97.54 95.0
5 177 93.09 97.92 95.4
6 208 92.69 97.66 95.1
7 238 92.86 98.61 96.6
8 266 93.30 98.48 95.8
9 293 92.94 98.99 95.8
10 319 92.37 98.67 95.4
plied on the whole of the document-term feature space. The exper-
imental results with the KNN and C4.5 decision tree classifiers are
summarized in Table 7. As shown in Table 7, in applications made
without using any dimension reduction methods, the highest accu-
racy is obtained when the C4.5 classifier is used.

After that, feature ranking and dimension reduction techniques
are applied individually and as a hybrid to reduce the high dimen-
sion of the feature space the success of the IG, hybrid PCA and GA
methods in text categorization is tested separately by using the
KNN and C4.5 decision tree classifiers. The effects of IG, IG-GA
and IG-PCA based hybrid methods on text categorization perfor-
mances are examined in Tables 8–10, respectively.

Table 8 shows the classification performances at the end of the
feature ranking operation performed by the IG. As seen in Table 8,
the highest accuracy with the KNN classifier is obtained when 2%
of the ranked features are used. Similarly, the highest accuracy
with the C4.5 classifier is obtained when 5% of the ranked features
are used. When the classifier performances are compared, the C4.5
sion tree classifier with IG on Classic3 dataset.

C4.5 decision tree

asure (%) Number of features Precision (%) Recall (%) F-measure (%)

67 90.45 88.50 89.46
134 87.02 92.29 89.58
200 86.88 92.86 89.77
267 87.27 92.67 89.89
334 87.29 92.86 89.99
401 86.96 92.29 89.55
468 86.23 92.99 89.48
534 86.27 92.86 89.44
601 86.27 92.86 89.44
668 86.06 93.18 89.48

sion tree classifier with IG–GA method on Classic3 dataset.

C4.5 decision tree

asure (%) Number of features Precision (%) Recall (%) F-measure (%)

46 90.50 90.27 90.39
83 93.56 94.57 94.06

115 94.01 96.15 95.07
155 94.97 96.53 95.74
194 95.29 97.09 96.18
235 95.42 96.02 95.72
279 95.50 96.53 96.01
316 96.28 96.34 96.31
344 95.48 97.35 96.40
379 95.85 97.73 96.78

sion tree classifier with IG–PCA method on Classic3 dataset.

C4.5 decision tree

easure (%) Number of features Precision (%) Recall (%) F-measure (%)

7 39 90.33 90.33 90.33
8 75 92.52 94.57 93.53
7 110 94.42 95.07 94.74
4 144 94.37 96.27 95.31
4 177 94.75 96.90 95.82
1 208 94.92 95.70 95.31
5 238 95.08 96.40 95.73
2 266 95.15 96.72 95.93
7 293 95.24 97.22 96.22
2 319 95.43 97.60 96.50
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decision tree algorithm seems to perform worse than the KNN
algorithm. When analyzing Tables 7 and 8, it is seen that using
ranking features (1% to 10%) via IG instead of all features contrib-
uted to the classifier performances in a positive manner. As for
the dimension reduction, average improvement in F-measures for
C4.5 classifier is 5% and average improvement in F-measures for
KNN classifier is 15%.

Table 9 shows the classification performances at the end of fea-
ture ranking and feature selection operation performed by IG–GA
method. As seen in Table 9, the highest accuracy is obtained when
6% and 10% of the ranked features for the KNN and C4.5 classifiers
are used, respectively. As evident from Tables 7–9, it can be ob-
served that the highest accuracy with the least number of features
is obtained by the proposed IG–GA method. In other words, using
the IG and GA methods as a hybrid, improves the classification effi-
ciency and accuracy compared with the using the IG method
individually.

Table 10 shows the classification performances at the end of the
feature ranking and feature extraction operation performed by the
IG–PCA method. These results show that using the IG and PCA
methods as a hybrid improves the classification efficiency and
accuracy compared with individually using the IG method. When
Tables 6–9 are analyzed, it can be observed that the IG–GA method
shows a higher classifier accuracy in comparison to IG or the IG–
PCA method.

With respect to the classifiers’ performances, the C4.5 decision
tree algorithm shows a higher performance than the KNN algo-
rithm. Consequently, it is seen that a higher classifier performance
is acquired with fewer features through hybrid methods.
4. Conclusion

In this study, a two-stage feature selection and feature extrac-
tion is used to reduce the high dimensionality of a feature space
composing of a large number of terms, remove redundant and
irrelevant features from the feature space and thereby improve
the performance of text categorization. In the first stage, each term
within the text is ranked depending on their importance for the
classification using the IG method classification. In the second
stage, the GA and PCA feature selection and feature extraction
methods are applied separately on the terms, which are ranked
in decreasing order of importance, and a dimension reduction is
carried out. Thereby, during the text categorization, terms with
less importance are ignored, feature selection and feature extrac-
tion methods are applied on the terms with highest importance,
and the computational time and complexity of the method are re-
duced. To evaluate the effectiveness of the dimension reduction
methods on our proposed model, experiments are conducted using
the KNN and C4.5 decision tree algorithms on the Reuters-21,578
and Classic3 datasets collection for text categorization. As a result
of the experimental studies, it is seen that using features reduced
via dimension techniques instead of all features positively contrib-
uted to classifier performance. When there are many irrelevant or
redundant features in the feature space, performing a feature
selection method could remove them, and thus the classifier per-
formance can be improved. Also, it is revealed that the success of
text categorization performed through the C4.5 decision tree and
KNN algorithms using fewer features selected via IG-PCA and IG-
GA is higher than the success acquired using features selected
via IG. Two-stage feature selection methods can improve the per-
formance of text categorization. That is to say, the dimension
reduction carried out via a GA and PCA by denoting the features
of the highest importance determined via IG increased the text cat-
egorization success. Consequently, a higher classifier performance
is acquired with fewer features through a two-stage feature selec-
tion method.
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